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Abstract

Ultrasound tomography would allow ultrasound imaging to reach its full potential,
compared to X-ray, MRI, etc. It is based on inverse scattering and has the capability to
detect structures whose sizes are smaller than the wavelength of the incident wave, as
opposed to conventional one using pulse-echo technique. Some material properties such
as sound contrast and attenuation are very useful to detect small objects. The Distorted
Born Iterative Method (DBIM) based on first-order Born approximation is an efficient
diffraction tomography approach. In this paper, we propose a modified DBIM approach in
order to improve the reconstruction quality by using the information of the multi-distance
receiver. The normalized error of the proposed approach is significantly reduced.
Keywords: Ultrasound, tomography, inverse scattering, Distorted Born iterative method
(DBIM), multi-distance receiver.
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Tom tat

Chup siéu dm cat I6p la mot phwong phdp tao anh tiém ning so véi cdc phwong phdp
chup anh X-quang, MRI,... Ky thudt nay dua trén sy tan xa nguoc va co kha nang phat hién
cdc cdu triic ¢é kich thuée nhé hon buée séng ciia séng tdi, trong khi do, ky thudt chup anh
thong thuong s dung su phan héi ciia song siéu am khong thuc hién duoc. Mot 6 ddc tinh
ciia mé nhw d twong phan va dé suy hao am dwoc sir dung dé phat hién céc doi tiwong nho.
Phwong phdp lap vi phan Born (DBIM) dwa trén xdp xi Born bdc I la mgt phirong phap
chup cat lop nhiéu xa hiéu qua Trong bai bao nay, chiing t6i dé xudt phwong phdp DBIM
cdi tién nham ndng cao chat lwong tai tao anh bang cdch sir dung dir liéu thu da khodng
cach. Két qua mé phong sé cho thay 16i chudn héa ciia phwong phdp dé xudt giam ddng ké
s0 véi phwong phap DBIM truyén thong.
Tir khéa: Siéu am, chup cdt I6p, tan xa ngieoe, phirong phdp Idp vi phdan Born (DBIM), diF
liéu thu da khoang cach.
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1. Introduction

Ultrasound imaging is widely used
as a tool for medical diagnosis. The
most commonly used ultrasonic imaging
method is sonography or B-mode
imaging [1]. B-mode imaging uses data
in reflection mode to produce anatomical
grayscale images. The brightness of each
pixel is proportional to the amplitude
of the Ilogarithmically compressed
envelope of the echoes produced by
tissues. Spatial localization is performed
using the pulse-echo principle.

However, the propagation of acoustic
waves is a much richer phenomenon
than simple reflections of acoustic
echoes. When an incident acoustic
wave encounters an inhomogeneity,
some of the energy is scattered in every
direction. The acoustic tomography
problem consists of estimating the
distribution of acoustic parameters
(i.e., sound speed, acoustic attenuation,
density, etc.) of the scatterer given a
set of measurements of the scattered
field by inverting the wave equation.
Therefore, acoustic tomograms display
quantitative information of the object
under examination [2].

Inverse scattering-based techniques
have high computational complexity
which is the biggest barrier to the
introduction of
tomographydevices. Hence, state-of-the-
art inverse scattering techniques focus
primarily on reducing the computational
complexity and constantly improving
the quality of imaging. Most of research
works on ultrasound tomography are
based on Born approximation. Born
Iterative Method (BIM) and Distorted
Born Iterative Method (DBIM) are

commercialized

well-known for diffraction tomography
[3]. BIM is robust to noise, but its
computation is quite high. DBIM is
more sensitive to noise, though it offers
faster convergence as compared to that
of BIM. In addition, the computational
complexity of these methods is high
due to their use of iterative forward
and inverse processes. In [4], authors
present two variations of the standard
Iterative Born method called the
coarse resolution initial value (CRIV)
method and the quadric-phase source
(QS) method. For low-contrast
objects, both algorithms yield accurate
reconstructions at lower computational
cost. However, for high-contrast objects
the QS method fails. Frequency-domain
interpolation method in [5] shows that
good results in terms of reconstruction
quality can be obtained by using bilinear
interpolation after increasing sampling
density using zero-padding. However,
the main limitation of this method is its
convergence properties.

In [6], edge detection during the
iterative process was introduced in order
to speed up the convergence and to
enhance the quality of reconstruction,
but the complexity and noise sensitivity
issues remain. The multi-level fast
multi pole algorithm (MLFMA) was
applied to the forward solver for further
speed up the reconstruction process [7].
However, MLFMA requires high set-up
costs that make it difficult to implement
in practice. In this paper, we propose a
modified DBIM approach to improve
the reconstruction quality by using the
information of the multi-distance receiver.
The normalized error of the proposed
approach is significantly reduced.
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2. Distorted born iterative method

A measurement configuration is set
up for tranducers T-R (i.e. transmitters
and receivers), located in a circle around
the object in order to obtain the scattered
data (see Fig.1). Each tranducer can both
transmit and receive. At an instance,
only one transmitter and one receiver are
active to for a corresponding measured
data value. This data was processed
using DBIM to reconstruct the sound
contrast of scatters. In this way, any
tissue can be detected in this medium.

Ultrasonic transducer

Abnormal object

Fig. 1. Geometrical and acoustical configuration

Assuming that there is an infinite
space containing homogeneous medium
(M,) such as water whose background
wave number is k. There is also an
object (M,) with constant density and
a wave number k(r) put inside this
medium. The wave equation of the
system can be shown as:

72p(7) + kip(7) = —0(F)p(7). (N

where

0(F) = ki — ki — p(r)/*¥?p()™"%, ()
ky(r) = = + ia(r). 3)

0(r) is the ideal object function that
needs to be recover (i.e. abnormal object

as shown in Fig. 1), k,(r) is the wave
number, ¢ () is the sound speed, a(7) is
the attennuation, p(7) is the density, and
w 1s the angular frequency.

The incident wave is denoted as
p™(r), the scattered wave can then be
obtained as follows:

p*e(r) = [ 00" p()Golko,r — ) dr' (4

where p(r)=p™(r)+p*(r) is the total pressure
inside the inhomogenerous area Q and
G (k,r-r') is the Green’s function. When the
background is homogenerous, G, is the 0-th
Hankel function of the first kind:

.
Golkg,r—1") = TH:]“(koh' —r') =
. . )]

ei(kalr‘—r’| -mw/4)

4 o whg|r—r'|

The total pressure can be expressed as
p(r) = p™e(r)

+ f 0 (r")Go ko, )
n
— ?.f) d?"

One of the effective solutions to
solve Eq. (6) by discreting is Method
of Moment (MoM). The pressure in the
grid points (see Fig.1) can be computed
in vector form with size N2x1:

5 = (T- C.D(@)p". ™
The exterior points give scatter
vector NN x1:

p* = B.D(0).p. ®)

where B is the matrix with Green’s
coefficient G (r,r’) from each pixel to
the receiver, C is the matrix with
Green’s coefficient G (r,r’) among all
pixels, I is identity matrix, and D(.) is
an operator that transform a vector into
a diagonal matrix.

There are two unknown variables are P
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and O in equations (7) and (8). In this
case, the first Born approximation has
been applied and the forward equation
(7) and (8) can be rewritten (Lavarello
and Oelze, 2009):

Ap*¢ = B.D(p). A0 = M. AO. )

where M = B.D(p). For each transmitter
and receiver, we will have amatrix M
and a scalar value Ap*. Realize that
unkown vector O has NxN variables
which are equal to the number of pixels
in RIO. Object function can be estimated
by iterations:

5:1 = 5(11—1} +A5(n—11= (10)

where O™ and 0™ % are object

functions at present and previous steps,
respectively; A0 can be estimated by
solving  Tikhonov  regularization
problem (Gene et al., 1999):

A0 = arg n;%n"mi“, —M00||] + an
vllaoli3,

where AP* is the (NN x1) vector,
contains the difference between
predicted and measured scattered
ultrasound signals; Me is system matrix
(NN xN°) formed by NN  different
matrixes M: ; and y is the regularization
parameter. The DBIM procedure is
presented in Algorithm 1.

Algorithm 1. The Distorted Bom Iterative Methoc
DBIM

Choose initial values: O(,,,= 0(o) and p, = 57
(10)

Forn = 1to Npg;. do

1. Calculate B and €

2. Calculate p, p* corresponding to 5(“ ) using (3,
3. Calculate Ap®© using (7)

4. Calculate AO,, using (9)

5. Calculate O(,,41) = O(n) + AD(y,

End For

SN le, — ¢,
_ y~ by
RRE = ZC_U (12)
i=1 j=1
3. The proposed method

The complexity ofthereconstruction
system depends on the number of
pixels NxN, the number of iterations
N, . the number of transmitters N, and
receivers N. In this paper, we define
the number of iterations N and the
number of pixels N? are constants.
The number of iterations implemented
with the first single-distance receiver
(FR) is denoted by N _, so the number
of iterations implemented with the
second single-distance receiver (SR) is

.= N__— N_. The Relative residual
error (RRE) is utilized to evaluate
the reconstructed performance. An
MDR-DBIM is shown completely in

Algorithm 2.

Algorithm 2. Proposed MDR-DBIM
<

1. Choose initial values: O, = O, and B, = 5 as
shown in (11)

2.Forn=1toNg, do

3. Calculate p, p*°, B” corresponding to Oy,, with FR
using (5). (6)

4. Calculate Ap*© using (7)

5. Update value AQ,,,,, satisfying (9)

6. Calculate 0,11, = O,y + AO,

7. End For

8. For n = Na+1 to Niter, do

9. Calculate p, p*°, B" corresponding to Oy,,. with SR
10. Calculate Ap*© using (7)

11. Calculate AD,,), satisfying (9).

12. Calculate 5(,,H, = 5m) + Aa(")

13. Calculate the RRE using (12)

14. End for

RRE is investigated by varying Nrl as
shown in Algorithm 3:

Algorithm 3. Investigate the dependence of the
reconstructed performance on N

1. For Ni1 =1 to (Niger — 1), do

2. Go to Algorithm 2

3. Restore the computed RRE

4. End For

5. Determine the best choice of Ny corresponding
to the minimum value of RRE.
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4. Simulation and results
4.1. Find the best value of N 1

Simulation parameters: Frequency
f=1MHz, N__= 8; N = 22; Scattering
area diameter = 10 mm; Sound contrast
30 %; Gaussian noise 10%; Distance from
transmitters to the center of the object is 50
mm. Distances from the first and second
receivers to the center of the object are 60
mm and 70 mm, respectively.

When using the iteration method
for image generation, there are two
approaches to exit the loop. First, fix the
necessary number of iterations, N_ |
and the image generation process will
continue until it reaches N_ . Second,
set a threshold for the image quality that
the system needs to achieve, and then the
image generation process will continue
until the image quality reaches that
threshold. However, in this solution, the
method being used may require a small
number of iterations to reach the threshold,
or it may take a significant number of
iterations or never converge, depending
on the convergence rate of the method.
Therefore, in this work, we choose the
fixed number of iterations approach to
observe the convergence rate after the
first N iterations. We choose N =8
because in the traditional DBIM method,
convergence occurs very quickly after the
first 3 iterations. The next three iterations
(from iteration 4 to 6) show continued
improvement in convergence speed,
although it is significantly slower than
the first 3 iterations. Subsequently, from
iteration 7 onwards, the normalized error
decreases slightly, but not significantly,
indicating a saturated state. Continuing
to increase the number of iterations does
not result in a substantial reduction in the
normalized error. Therefore, stopping

the iterations in the early stage of the
saturation process is necessary (i.e., at
iteration 8).

The incident pressure for a Bessel beam
of zero order in two-dimensional case is

—ine

P = Jolkolr —nel), (13)

where J| is the 0" order Bessel function
and |r-r,| is the distance between the
transmitter and the k™ point in the ROI.

Fig. 2 is the ideal object function
O(r). The object is placed at the center
of the meshing area.

Cai cigher Lo

(R T L T

Fig. 2. Ideal object function.

Fig. 3 presents the normalized errors
of the MDR-DBIM through iterations
corresponding to different N _s. The
value of N which offers the smallest
error is 4 (i.e. N_ _/2).

o e arar

L
< 5 B
Murrber of iberafions

Fig.3. Normalized errors of the MDR-DBIM
through iterations corresponding to different N s
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4.2. Simulation of DBIM and MDR-DBIM

To quantify the efficiency of the
proposed method, we acquire the object
functions for a series of iterations. Then,
the error in the reconstructed image is
determined and compared to the original
image on each iteration. Suppose that m
1s a VXW original image (i.e. ideal
object function) and M is the
reconstructed image. The error can be
defined as:

1 ¥ [ |}n_ﬁ;|

e 2P

=i

(14

Fig. 4 presents the normalized
error performances of three different
approaches. The proposed approach
offers a better convergence rate and a
reduced normalized error. Fig. 5 shows
the reconstructed results of the different
approaches through iterations. Visually,

wdgds  DBIM - Using first simgle-distance
Hecnd receiver receiver
P

DBIM - Using second single-distance

we can see that the proposed method
gives better convergence results and the
restored image is quite close to the ideal
objective function.
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Fig.4. Error comparison of MDR-DBIM
and DBIM after N, iterations

DEIM - Using dual-distance receiver
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Fig. 5. The reconstructed results of the different approaches through iterations

5. Conclusions

Inverse scattering utilizing DBIM is
a popular technique which can be used
to resolve structures which are smaller
than the wavelength of the incident
wave, as opposed to conventional
ultrasound imaging using echo method.
This paper has successfully applied
the information of the multi-distance
receiver in order to improve the quality
of the image reconstruction. This
method also offers a very simple setting
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